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I. OVERVIEW

In this Supplemental Material, we provide additional information on the experiments and on the numerical sim-
ulations, as well as additional discussion of the results. In Sec. [T, we analytically derive the mapping from our
two-coupled equation model for the dynamics of the condensate field and reservoir density to the KPZ equation for
the phase dynamics. We precisely relate the g(!) first-order correlation function to the phase-phase correlations. In
Sec. [[IT} we provide all the information on the experimental set-up and measurements, and we report complementary
experimental results obtained on a symmetric Lieb lattice. In Sec. [[V] we perform an in-depth analysis of the phase
dynamics and of the effect of space-time vortices.

Beyond all the necessary discussion, let us emphasize below the main results reported in this material:

e We establish the mapping to the KPZ equation for a more general and realistic model than previous studies in

(Sec. [ITA).

e We consolidate the validity of our experimental findings by reproducing them in a different lattice featuring
condensation in a different type of bands (Sec. [[ITEJ).

e We demonstrate that the measured scaling behavior of ¢! directly reflects the KPZ scaling of the phase

(Sec. [V B),

e We analyze the effects of space-time vortices, and explain why KPZ dynamics can be resilient to their presence

(Sec. [TV CJ).



II. THE THEORETICAL MODEL: EMERGENCE OF KPZ DYNAMICS IN INCOHERENTLY
PUMPED POLARITONS

A. The driven-dissipative Gross-Pitaevskii equation under incoherent pumping

We consider an out-of-equilibrium polariton condensate created in a one-dimensional lattice. Since the relevant
dynamics occurs at low energy, we restrict the description to an effective single-band model, neglecting the contribution
of the other lattice bands.

We describe the polariton condensate wavefunction by the classical field ¥ (x,t) at position z and time ¢. The
excitation of the polariton condensate is modeled by introducing an external pump P(z) filling an incoherent exci-
tonic reservoir of density ng(x,t). The reservoir excitons either relax into the polariton condensate by stimulated
scattering with rate R or decay via other channels with total rate yg [I]. We describe the polariton-polariton and
exciton-polariton interactions as contact interactions of strength g and gr respectively. The coupled equations for the
condensate and reservoir read [2]:

. - ih o ih
0y = |B) ~ 5200+ alVF + 2+ 5 R |+ ¢

dnr =P — (yr + R|Y|*)nr

; (S1)

where the first equation is a generalized, stochastic Gross-Pitaevskii equation (gGPE) for the condensate and the
second one is a rate equation for the reservoir. In Eq. k= —ihd/0x is the momentum operator and ¢ is a white
noise with correlations (£(z,t)&* (2, ")) = 2§0d(x — 2')d(t — t'). In the vicinity of k = 0, we approximate the lattice
dispersion by a parabola E(k) = Ey + h%*k?/2m. The polariton linewidth ~(k) is taken as momentum dependent,
consistently with the experimental observations (see Sec. below) and is well approximated by (k ~ 0) >~ yo+72k>
near k£ = 0. The momentum-dependent linewidth plays a very important role in our model as it ensures the stability
of the polariton condensate in our simulations [3]. Note that it also has a crucial impact on the edge dynamics of
topological lasers, where k-dependent losses naturally occur from the k-dependent confinement of the edge mode [4, [5].
For the variance of the noise used in Eq. 7 we take the value &y = % ng, that represents quantum noise due to
pumping within the truncated Wigner picture. In this way, the correlators of the quantum field can be extracted from
the noise-averaged spatio-temporal correlators of ¢ (z,t) [6l [7].

B. Mapping to the KPZ equation

In the following, we use the density-phase representation of 1 (x,t) within the rotating frame of the condensate:

Y(x,t) = /p(x,t) expli(f(x,t) — Wot)], where Wy = Lo [2 + Z2m(p — 1)] is the condensate emission frequency.

We focus on the dynamics of the system at small momentum and frequency. For the sake of simplicity, we therefore
perform our analysis using the parabolic approximations of both E(k) and ~(k), introduced in section In terms
of the phase and density fields, the Laplacian and time-derivative operators read:

1

V2 1) = (e, 1) — o)AVl 1) + 5 plar ) V(1) — (V6(z, 1)’
Fip(z, )" Vp(x, t) - VO(x, t) + iV20(x, t))
— (z,t) D]p, 0], (s3)
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where in the last line we have introduced the differential operator D|[p, 8] for simplicity in the notation. Equations
turn into a set of three coupled equations for the real-valued fields 6(x,t), p(x,t) and ng(x,t),

00 =5 + 5 RDp, 01} + 28Dl )} ~ Lp— 2200y + R{E)

o= —io{Dm o)+ . 20Dl )} + 1 (Rnn —0) + 3(E) (59
(9tnR =P—(yr+Rp)n

where R{-}, {-} stand respectively for the real- and imaginary-part and & = —ie=?0+70t p=1/2¢,

The existence of a Goldstone mode entails that phase fluctuations dominate in the long time, large-distance regime.
Conversely, the polariton and reservoir densities are subject to a restoring force that makes them relax, within a
short timescale, to their stationary values pg, ngo. It is thus convenient to perform the following decomposition:
dp = p(x,t) — po and dng = ngr(z,t) — nre. We now assume that dp/po < 1 and dng/ngo < 1, and that these
fluctuations are stationary, i.e. we neglect 9;0p and 9;0ng. This is justified when the time scales of the reservoir
and condensate density fluctuations are well separated from the ones of the phase fluctuations. This is similar in
spirit to the usual decoupling approximation [§], but on the two equations for the densities. We also neglect the
spatial dependence of the condensate density fluctuations, which leads to the following set of equations, describing
the effective dynamics of the system:

_ P gp s 202g 95,
00 = 2m(VG) + 2V 0 6 2 6n3+8%{§}
h 2 ’}/2 9 aSE
_ | 12 _ S5
ong i [2 V<o + 5 (V) {¢} (S5)
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After a simple substitution, the equation governing the phase evolution becomes:

0,0 = {72 - uth} V20 — {h +udls ] (V)2 + 1

2 AR m hR
=vV30 + %(V@)Q +n (S6)
with
f A /
(n(z, t)n(2’,t") = p?) {1—#4( hR) :|5(.7J—l‘)(5(7f—t)
=2D6(x — 2")6(t —t'), (S7)
and
_9_,9 7R
u=2 pgR Y (S8)

Equation is the KPZ equation for the phase. The terms neglected during the derivation of this equation may
slightly renormalize the KPZ parameters, but they do not drive the phase dynamics out of the KPZ universality class.
The numerical results (see Sec. [IV] n below) show that their effect is negligible in our case.

Equations and (| allow us to obtain the expression of the KPZ parameters v, A\ and D in terms of the
microscopic parameterb entermg Eq. .

Y2 gr h h €o Rnpo
Y= R [ g } 2p0[ 4 (u hR)] 100 [ +4(u hR” (89)

with u given by Eq. . Note that the effective diffusivity ¥ must be positive in order for the linear limit of the KPZ
equation, i.e. the Edwards-Wilkinson equation (EW), to be stable. Therefore, the expression of v provides important
insights into the role played by the non-trivial k-dependence of the linewidth, expressed by the parameter s, and by
the sign of the mass. For the parameters used in our simulations, u is positive (see Method section). The negative
sign of the polariton mass is thus crucial in stabilizing the system [3]. In the case of a positive mass, a non-zero value




of 75 is absolutely necessary in order for the phase to be stable: a vanishing value of v would yield a negative value
for v, hence an instability of the KPZ equation.

Finally, we would like to stress that our derivation of the mapping between the generalized Gross-Pitaevskii equation
for the polariton condensate and the KPZ equation for the phase is more general and realistic than those found in
previous studies [8HI7]: we formulate the decoupling approximation for the three-equation system and we include
in the gGPE the reservoir-induced blue-shift term 2grnp. Both aspects are crucial to provide a faithful description
of the experiment.

C. Comment on the timescales separation

In connection with the derivation of the mapping from the gGPE equation for the condensate field to the effective
KPZ equation for the phase field presented in Sec. [IB] let us comment on the involved time scales. It is not
straightforward to determine the dynamical time scales for density and phase fluctuations, which are in general due
to many-body non-linear effects. However, one can assume that they are typically set by the one-body relaxation
rates yg and 7y for the densities, and by the mean field frequency Wy = 2grng + gpo for the phase. As yg = 0.45v,
(see Method section), one gets wy ~ 12y ~ 6ygr, which suggests that the decoupling of time scales assumed in the
mapping to the KPZ equation is verified. In our system, the phase dynamics is faster than the density dynamics of
both the condensate and the reservoir. Moreover, the numerical simulations confirm the emergence of KPZ dynamics
for our set of parameters.

This mapping allows us to evaluate the values of the parameters of the KPZ equation. Using the values for the
gGPE parameters given in the Method section, we find:

A=-57x10%pum?ps™!, v=38x10%2um?ps~t, D =2um. (S10)

This allows us in the following to compute the theoretical values for the non-universal normalization constants entering
the universal scaling function and distribution, and compare them with the results from direct fits of the experimental
and numerical data.

D. Connection between the condensate first-order correlation and the two-point phase-phase correlations

In this section, we detail the link between the condensate first-order correlation function ¢!, which is measured
experimentally, and the phase-phase correlation function, which displays universal spatio-temporal KPZ scaling. In
particular, we derive the conditions required in order to ensure that the scaling behavior of g(*) reflects the underlying
KPZ dynamics of the condensate phase.

The general definition of the first-order correlation reads:

(V" (z,t0) (=2, to + At))
Vip(@, o)/ (p(=a, 10 + AD))
<\/P(37» to)p(—z, to + At)eiAQ(Ax,At)>

= . S11
V{p(z, to) v/ {p(—x, to + At)) (510

In the left-hand side, we omitted the dependence on ty due to the stationarity of the condensate dynamics. In our
work, we are interested in accessing the phase dynamics from the field-field correlator. If we assume that the dynamics
of the phase is decoupled from the one of the density, we get:

gV (Ax, At) =

(Volw o) p(—t0 + A1)
V(. o))/ (p(—x, to + At))

We then decompose the density field into a mean-field and a fluctuating contribution, p(z,t) = pg + dp(x,t), and
assume that dp(z,t)/pop < 1. We expand both the numerator and the denominator in the right-hand side of Eq. (S12)),

g P (Az, At) =

<eiA9(Aac,At)> . (S12)



which become, to linear order in §p/po:

<\/p(x,to)p(—x,t0 + At)> ~ po <<1 + 16p(x’t°)> (1 + ldp(_x’to""At)>>

2 po 2 Po
~ po+ 5 (5p(a, to)) + {Sp(—, 1o + ADY) (s13)

and

~ 1 (0p(z, t0)) 1 (dp(—a, to + At))
V@, o) (=2 to + AD) ~ po <1 + ) <1 41 X )

2 Po
~ po+ 5 (57w, t0)) + (Sp(—. 1o + ADY) (S14)
In this limit, the density terms in Eq. simplify and one hence gets
9D (Az, At) = <eXp [iAO(Az, At)] > (S15)
Furthermore, for small fluctuations of the phase, we can use the cumulant expansion to get:
|9 (Az, At)|? ~ exp(—(AO(Az, At)?) + (A(Az, At))?) = exp(—Var [AO(Az, At)]), (S16)
and hence
—2log(|g"V (Az, At)|) ~ Var [AO(Az, At)]. (S17)

It is instructive to study the validity of approximation (S16). At O(A#*) we have

19V (Az, At)|? =1 — (AG(Az, At)?) + (AB(Az, At))? + — (AO(Az, At)Y) — ~(AG(Ax, At))(AG(Ax, At)?)

1 1
12 3

+ —(AO(Az, At)*)? + O(AO(Axz, At)°) (S18)

A~

and
exp(—VarAf0(Az, At)) =1 — (AO(Ax, At)?) + (AO(Ax, At))? + %(A@(Aw, A1) — (AO(Az, At)*)(AO(Ax, At))?)
+ %me(m, At)* + O(AG(Ax, At)®). (S19)

We thus expect the two quantities to differ significantly when O(A§%) fluctuations become comparable to 1— Var [Ad)].
The effect of the density-density and density-phase correlations are studied in Sec. [VB] We show that they do not
affect the KPZ scaling for all time delays within the time window where KPZ scaling is observed, thus supporting the
corresponding assumption in the derivation of the relation . The validity of Eq. is also discussed in the
same section.



III. EXPERIMENTS: ADDITIONAL INFORMATION AND DATA
A. Sample description

The sample — grown by molecular beam epitaxy — consists of a A/2 Gag g5Alg.95As microcavity surrounded by two
Alp.20Gag.soAs/Alg 05Gag g5 As distributed Bragg reflectors with 28 (resp. 40) pairs in the top (resp. bottom) mirror,
yielding a nominal quality factor of Q = 70000. Three stacks of four 7nm GaAs quantum wells are embedded in the
microstructure, resulting in a 15 meV Rabi splitting. The first stack lies at the center of the cavity spacer and the
other two at the first anti-nodes of the electromagnetic field in each mirror (inset of Fig. )

The planar cavity is patterned into 200 pym long 1D lattices of coupled micropillars, using electron beam lithography
and dry etching. We choose to work on two different Lieb lattices, where we found experimental conditions that give
rise to condensation in negative mass states. The first one — namely, the asymmetric Lieb lattice — exhibits three
micropillars of 3 um diameter per unit cell, with a lattice period a = 4.4 um (Fig. ) The second one, referred to
as the symmetric Lieb lattice, exhibits four micropillars per unit cell, with a = 4.8 um (Fig. [S1p). The cavity-exciton
detuning (i.e. the difference between the lowest energy cavity mode and the exciton line) is about —12meV (resp.
—15meV) for the asymmetric (resp. the symmetric) Lieb lattice.

a Asymmetric Lieb lattice b Symmetic Lieb lattice
a=44pm  Unit cell a=48pm it cell
TE A A NEE
L iBIC! .
™ \E/( D

Fig. S1. Sketches of the lattices. a Asymmetric and b symmetric Lieb lattices.

B. From a single micropillar to lattices

Micropillars constitute the elementary building block of the lattices we use. In such a structure, the electric field
is confined in all directions: longitudinally by the cavity mirrors, transversely by the large refractive index mismatch
between AlGaAs and vacuum. In the transverse plane, polaritons are thus confined through their photonic component
in a quasi-infinite circular potential. This confinement yields discrete energy modes whose spatial shape are similar
to the hydrogen atomic orbitals. The lowest energy mode has a single bright lobe and thus corresponds to a S-state;
the next two modes correspond to P-states; and so on.

As mentioned in section the unit cell of a 1D asymmetric Lieb lattice contains three sites (labeled A, B and C in
Fig. ), linked by the coupling constant ¢. In the quasi-continuum limit where several unit cells are arranged along
a 1D lattice, this coupling between sites yields the hybridization of the pillar S-orbitals into three dispersive S-bands,
gapped one from the other. The same reasoning enables describing the appearance of six higher energy P-bands,
resulting from the hybridization of the pillar P-orbitals.

The 1D symmetric Lieb lattice contains four sites (labeled A, B, C and D in Fig. )7 and thus presents four
dispersive S-bands, and eight dispersive P-bands.

C. Asymmetric lattice characterization - Microscopic parameters
1. Low-power photoluminescence spectrum

Linear spectroscopy enables visualizing the band structure of our lattices, from which we can extract some of the
parameters entering our numerical simulations. The inset of Fig. shows the far-field emission (in TM polarization,
parallel to the lattice axis) of the asymmetric Lieb lattice at low excitation power (P/Py, = 0.5). The bottom three
bands visible on this image correspond to the three lattice S-bands. Above, we also see the first P-band, separated by
a small gap from the upper S-band, at the top of which condensation takes place. Fitting the latter with a Lorentzian
lineshape for all wave-vectors lying in the first Brillouin zone enables us to retrieve all at once:
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- the polariton dispersion F(k) (see Fig. )7 from which we extract the polariton mass m=—3.3 X 10~¢ m,
(where m, is the electron mass);

- the polariton group velocity vy (k) (see Fig. [S2b), obtained by differentiating the dispersion;

- the spectral linewidth 7spe (k) (light blue points in Fig. ), from which we obtain an estimate of the polariton
linewidth at k = 0: vspe(0) =~ 80 ueV.

The k& = 0 value of the measured spectral linewidth appears to be relatively large compared to the 22 yeV nominal
linewidth expected for this structure. This is most probably due to electrostatic fluctuations in the sample during the
integration time (~ 60s), which induce a spectral wandering of the emission energy through the polariton excitonic
component [I8]. This leads, in turn, to an inhomogeneous broadening of the polariton linewidth.

15685 | % 1.568 \\ // 5 T T T T T T
=i
a 15667 % ¢ b 140 ¢ 1
M o — (%
1.566 >0 2 -
2 1568 ) 2 9
5]
g = o % )
= D .
K = E 0
1567.5 Exp. Data) S pineid ®
Regression

/

1 _I _th/lzm \ 1 5 1 1 1 80 [ 1 1 1 i
-0.5 0 0.5 -0.5 0 0.5 -0.5 0 0.5
E (/@ units) k (7 /aunits) E (7 /a units)

Fig. S2. a Dispersion of the upper S-band obtained by fitting the spectrum (inset) by a lorenztian lineshape for all wave-vectors
lying in the first Brillouin zone. Red dotted line: parabolic fit of the data points in the vicinity of £k = 0. Yellow line: fit of
the dispersion using a nonlinear regression model. b Group velocity as a function of k, computed from the data in (a). Yellow
line: derivative of the fit function in (a). c¢ Spectral linewidth ~spe as a function of k.

2. Propagation measurement

We can get a better estimate of the polariton linewidth v(k) by probing in real space the energy resolved propagation
of polaritons along the lattice, under localized excitation. Depending on their wave-vector, polaritons travel away from
the excitation spot, with a constant group velocity |vg(k)|. Because of their finite lifetime, this propagation results in
an exponential decrease of the photoluminescence intensity along the lattice direction (I(x) xexp{—|z|/L.}), as shown
in Fig.[S3h. Fitting this decay at different energies E(k) allows us to retrieve the polariton linewidth yp.o = vg(k)/ L
as function of k (red dots in Fig.|S3b).

This method has the advantage of being less sensitive to charge fluctuations. Indeed, polaritons leave the pumping
area with a given initial energy FEj, setting the group velocity at which they travel. This group velocity remains
constant over the whole propagation as charge fluctuations (i) mainly affect the reservoir energy locally (under the
pump spot) and (ii) occur on a time scale much larger than the polariton lifetime. Therefore, the propagation length
L, only depends on Ej regardless of the exciton energy at the time at which the polariton was emitted. Consequently,
we assume that the measurement of ~y,., is less affected by the wandering of the exciton energy and, moreover, that
it almost corresponds to the Lorentzian contribution to spe.

The Gaussian contribution ~, to the spectral linewidth — arising from the inhomogeneous broadening — can then be
retrieved using the following approximation [19]:

Yspe = 0.535 Ypro +1/0.21772,, + 2. (S20)

We notice that v, (diamonds in Fig.[S3b) is nearly constant and equal to 73 peV in the range 0.1 m/a <k <0.7 w/a where
the propagation measurement is reliable (outside of this range, v, is too small to properly extract ypro). Assumingthat
¢ remains constant over the Brillouin zone, we can finally remove the contribution of the inhomogeneous broadening
to the spectral linewidth and obtain a better estimate of the polariton linewidth ~ (red starsin Fig.[S3k).



We find «(0) = 40 £ 10 peV, which is reasonable compared to the nominal linewidth given earlier. The large
errorbars on the data points (red shaded area) mainly come from the uncertainty on the measurement of v,. We
also show in Fig. [S3{ a comparison between the experimental data and the fit of the linewidth behavior used in the
numerical simulations (sse Methods), and its parabolic approximation around k& = 0 (v = 70 + Y2k?), used in the
derivation of the mapping in Sec. (red dotted line). The optimal parameters found in our simulations are given
by Yo,tn = 48.5 peV and y2,¢n = 1.6 X 10* peV.pm?.

1569 100 100
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Fig. S3. a Energy-resolved photoluminescence in real space (log scale), obtained under local non-resonant excitation in the
vicinity of z = 0. Bottom inset: Exponential decay of the luminescence intensity at F = 1.5673 meV (log scale). Fitting this
decay (black solid line) enables to retrieve the Lorentzian contribution to Yspe. b Lorentzian (Ypro, red diamonds) and Gaussian
contribution (4, blue dots) to ~spe. € Spectral linewidth ~spe (light blue dots) and polariton linewidth v (red stars) as a
function of k. The red dots are obtained from the blue ones by removing the inhomogeneous Gaussian broadening in yspe. d
Polariton linewidth v together with our theoretical model (blue line). The dashed red line shows the quadratic expansion of
the model in the vicinity of k = 0.

D. Optical setup and data analysis
1. Optical setup

The sketch of the optical setup is shown on Fig. 2d of the main text. In our experiment, polaritons are excited using
a non-resonant continuous-wave laser of wavelength 740 nm (where the cavity mirror reflectivity exhibits a minimum).
A spatial light modulator (SLM) enables shaping the excitation spot into a 125 um long flat-top beam in the lattice
direction, and a Gaussian with a 3.5 yum FWHM in the transverse direction. The light emitted by the sample is
collimated by the excitation lens, passes through a polarizer (selecting the TM polarization), and is sent through
an interferometer. A polarized beam splitter, combined with a half wave-plate, enables splitting the incoming light
into two beams while controlling their power ratio. The first beam reflects on a plane mirror, making a round trip
through a quarter-wave plate which turns its polarization by 90°. The second beam reflects on a retroreflector. The
latter is mounted on a motorized translation stage, allowing for a variation of the path length difference between the
interferometer arms. Both beams are finally recombined in a non-polarized beam splitter before being imaged onto
a CCD camera. This arrangement of the interferometer enables us to tune the interfringe spacing of the resulting
interference pattern, as it allows to control the incident wave-vector of both beams before the last lens as well as
their relative spacing. In order to probe the temporal scaling of the condensate first-order correlation function, we
typically scan the retroreflector position over a distance of AL = 5cm, corresponding to a maximum time delay of
At = 2AL/c =330 ps. During such a scan, we set the camera exposure time to 1s and acquire a serie of 250 images.
The zero delay position (AL = 0) has been calibrated beforehand by sending white light through the interferometer.
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2. Data analysis procedure

Ol\)-h ok ONR
I

60 40  -20 0 20 40
Az (pm)

Fig. S4. Retrieving the first order coherence of polariton condensates. a Interference pattern captured by the CCD
for At = 0. b-c lower and upper envelopes of the interferogram. d Cut of the first three maps along x = 0. Coherence retrieved
from Eq. . The photoluminescence background strongly interferes with itself at (Az = 0, At = 0), creating a peak in |g<1)|
at Az = 0. This peak disappears after one scan step only, as the photoluminescence background light is fully incoherent.

In our experimental setup, the condensate image (reference arm) is overlapped with image at the mirror-symmetric
point with respect to a plane orthogonal to the lattice (retroreflector arm). The resulting interference pattern (at
At = 0) is shown in Fig. and Fig. for the asymmetric and symmetric Lieb lattices respectively. At each
point r = (x,y) of the image plane, the intensity I.(z,y) is given by the interference between the fields emitted at x
and —z in the sample plane. Dropping the y coordinate, we thus expect that:

L(z, At) = i [I(x) + I(~2) + 2/1(@)I(—z) |g) (Az, At)] cos (A@)} , (S21)

where Ax = 2z, A® = dq - r stands for the relative geometrical phase between the condensate field and its mirror
symmetric (originating from the non-zero relative transverse wave-vector 8q between them) and I(z) = (|€(z,t)|*),
for the time-averaged intensity distribution of the sample emission at position z. Here, (---), is a time averaging over
7 arising from the fact that the camera integration time 7 = 1s is much longer than all time scales involved in the
condensate dynamics. In the main text, we implicitly assume that the ergodic hypothesis is valid, which implies that
averaging physical observables over long time (as done experimentally) or over a large set of different noise realizations
(as in simulations) is equivalent. In what follows, (---) indistinctly denotes temporal or statistical averaging.

The first order correlation function ¢g(*) in Eq. (S21)) is defined by:

(& (x,t0)E(—x, to + At))

W (Az, At) = .
o ! V(IE(, o)) (JE(=2, to + At)[?)

(S22)
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Experimentally, we retrieve the correlation function by measuring the fringe visibility: V = (I, —1_)/(I4 +1_),
where I, and I_ stand respectively for the upper and lower envelopes of I.. At every time delay A¢, I, and I_ are
extracted using Fourier analysis on the interferogram. As an example, Fig. [S4p and Fig. [S4k respectively show the
lower and upper envelopes associated to the interference pattern in Fig. [S4h. A cut of those three intensity maps
along z = Oyields the graph in Fig.[S4{d. The visibility V is finally related to the first-order coherence through:

2/I(x)I(—x)

VIAz, M) = o T =

|g(1)(A$7 At)' = K(A:E) |g(1) (A‘T, At)|v (823)

where K (Ax) is a normalization factor taking into account potential imbalance between I(x) and I(—z). In our case,
this factor remains close to 1. Using Eq. (S23), we finally retrieve lg™M (Az,y; At)| (see Fig. ) The coherence map
shown in Fig. 2e of the main text is obtained by keeping only the maximum value of |¢(!) (Az,y; At)| over the pillars
identified through white solid circles in Fig. [Sk.

3. Normalization of |gV|

After having retrieved |¢(") (Az, At)| from the data analysis detailed in the previous section, we search for KPZ scal-
ings in the spatio-temporal variations of —2log (\g(l) |) In particular, we show in Fig. 3c of the main text the collapse
onto the universal KPZ scaling function of the | g™ | data points within a certain spatio-temporal window. In order to
do so, we plot in log-log scale —2log (n|g(1)|) /At?/3 as function of the rescaled coordinate y = Axz/At?/3, where  is
a normalization factor that needs to be properly set. Indeed, representing the data in such a way implicitly requires
that the temporal KPZ scaling extends all the way to At = 0, where |g(V)(0,0)| is expected to be 1. Experimentally,
we observe a transient regime at short time delays, preceding the establishment of the At?? power law behavior of
—2log (|g(1)|). We thus need to ensure that the extrapolation of this power law passes through 0 at At = 0 in order
for the chosen graphic representation to be meaningful. This amounts to shifting downward the data points shown in
Fig.3 a-b until they match the blue solid line, which, in turn, translates into multiplying the whole |¢(")| data set by
a factor k. Note that this normalization does not change the coherence decay, which remains a stretched exponential.

E. Additional results

1. Variations of |g"V| in linear scale

0‘2 L L L L
150 100 50 0 50 100

At (ps) Az (pm)

Fig. S5. Variations of | g(1)| in linear scale. Errorbars are calculated by performing a repeatability analysis on the numerical
extraction of g(l) from the interferograms. We report on this plot the result of the fitting procedure describe in[lI11 E 2| (red lines).
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In order for the reader to be readily able to compare our results with with other works in the literature where data
are reported in a different way, we show in figure [S5| the variations of |g(*)| as a function of At (for Az = 0) and Az
(for At = 0). We also report on this graph the fit of the data points by streched-exponential decays over the spatial
and temporal KPZ window. Further details on the fitting procedure can be found in section

2. Estimation of the scaling exponents [ and x

In the main text, we show that the temporal (Az = 0, Fig 3.a) and spatial variations (At = 0, Fig 3.b) of |gV)|
qualitatively agree with the stretched exponential scaling predicted by KPZ theory. In this section, we present a more
quantitative analysis of the experimental data, based on curve fitting, which aims at measuring the universal scaling
exponent x and B within a 95% confidence interval.

As mentioned in the main text, the theoretical value of the roughness exponent y = 1/2 is not characteristic to the
KPZ universality class but rather shared among three different classes: Edward-Wilkinson (y = 1/2, = 1/4), KPZ
(x =1/2,  =1/3) and the class (x = 1/2, 8 = 1/2) to which linear systems described by Bogoliubov theory pertain.
As all the classes to which our system could belong share the same value for x, we first set x = 1/2 and fit_the
spatial decay of [¢g(!) (Ax, At = 0) | with the stretched exponential function f,(Az) = exp (—Az/)\) /k (see Fig. )
The normalization factor £ and the non-universal space-scale A are two fitting parameters. From this fit, we obtain:
k =1.14+0.01 (uncertainties are estimated from the 95% confidence interval on the fit parameters). We then focus on
the temporal decay of | g (Az = 0,At)|. In order to properly propagate the error on k, we first renormalize the data
points by defining gV = kg If we omit the uncertainty on the experimental data and only consider the uncertainties
originating from the fitting procedure, the error on ") can simply be expressed as: 6g") = dx g(!). The renormalized
data points are shown on Fig. (on this graph, errorbars are smaller than the points diameter). We finally fit
the temporal decay of [g\") (Az = 0,At)| with an other stretched exponential function f;(At) = exp [—(At/7)?7],
using a weighted nonlinear least squares algorithm to take the error on g into account. From this fitting procedure,
we obtain: 8 = 0.35 + 0.02. The fitted value of § is in close agreement with the theoretical prediction for the KPZ
universality class where S, = 1/3.

a At =0

1 E T T

0.2 . ! .
0 50 100 150 0 50 100 150

Az (pm) At (ps)

Fig. S6. Fit of the coherence spatial and temporal decay setting x = 1/2. a Fit of the spatial decay of |g<1)| at
At = 0 by the stretched exponential function f,. b Fit of the temporal decay of [g¥| = k|g¥| at Az = 0 by the stretched
exponential function f;. Errobars are estimated by propagating the uncertainty on k, as explained in the text. They are smaller
than the points diameter. In both graphs, the red dots indicate where the fits are performed. The grey-shaded area givesthe
95% confidence interval on those fits. Inset: Residual Sum of Squares (RSS) as a function of 3, reaching a minimum at 0.35.

We can push our analysis further relaxing the constraint on x. We fit the spatial decay of |¢(") (Az, At =0)|
with the stretched exponential function f,(Az) = exp [—(Az/A)*X] /k, where ¥ is now a third fitting parameter (see
Fig. [S7h). We obtain: x = 1.14 4+ 0.06 and x = 0.51 £ 0.08. Propagating the error on x in the same way as before
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and fitting the renormalized data points by f; (see Fig. ), we get: 8 =0.36 £0.11. As expected, the uncertainty
on f is now larger but it still allows us to discriminate between the different universality classes, as the KPZ value
Bin = 1/3 remains the only one lying within the 95% confidence interval on §.

a At =0
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Fig. S7. Fit of the coherence spatial and temporal decay setting x as a fitting parameter. a Fit of the spatial
decay of |[g)] at At = 0 by the stretched exponential function f,. b Fit of the temporal decay of [gV| = k|g¥| at Az = 0 by
the stretched exponential function f;. Errobars are estimated by propagating the uncertainty on k, as explained in the text.
In both graphs, the red dots indicate where the fits are performed. The grey-shaded area gives the 95% confidence interval on
those fits.
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Fig. S8. Condensation in the symmetric Lieb lattice. a-b Far-field energy-resolved photoluminescence (TM polarization)
below (a) and above (b) condensation threshold. The condensate forms at the edge of the second Brillouin zone, in a negative
mass state lying in the P-bands of the Lieb lattice. ¢ Integrated emission intensity as function of the incident pump power,
showing a condensation threshold at P, &~ 28 mW. d Interference pattern at At = 0. The black circles show where the pillars
are located.
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8. Symmetric Lieb lattice

As mentioned in section the cavity-exciton detuning of the symmetric lattice is 3 meV larger (in absolute value)
than the asymmetric lattice one. As a consequence, the interplay between gain and dissipation gives rise to condensa-
tion in the P-bands of the symmetric lattice, at an energy close to the one at which condensation was observed in the
asymmetric one. The black arrows in the low-power far-field photoluminescence (see Fig. ) indicate the top of the
P-band in which the polariton condensate forms. The polariton mass is negative there, thus preventing the formation
of modulation instability. Note the distinctive spatial distribution of the condensate (visible on the interferogram in
Fig.|S8), that exhibits two lobes on each pillar, confirming the fact that condensation occurs in P-bands.
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Fig. S9. KPZ scaling in the coherence decay of a polariton condensate forming in the symmetric Lieb lattice.
a Measured values of —21log(|g™")(Ax,0)|) as a function of Az. The grey shaded area highlights the temporal window where
KPZ scaling settles in. Inset: Variations of D, computed from the experimental data. The solid line shows the expected scaling
of D,. b Measured values of —2log(|g‘")(0, At)|) as a function of At?/3. The grey shaded area shows the temporal window
inside which KPZ scaling is observed. Errorbars on the experimental data points are calculated by performing a repeatability
analysis on the numerical extraction of g™V’ (Az, At) from the interferograms. ¢ Measured values of —2log(x|g?|) as a function
of the rescaled coordinates y = Am/At2/3. We observe the collapse of the data points within the non hatched region of the
coherence map (inset) onto the KPZ universal scaling function (black solid line). The normalization factor is x = 1.32.
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Following the procedure described in section we can retrieve |g(1) (Az,y)| for any time delay At and then
study the spatio-temporal scaling of —2log (| gJ]) for the symmetric lattice. The experimental data obtained for
P/P;, ~ 1.12 are shown in Fig. The variations of —2log (|g(*)|) as a function of Az for At = 0 (Fig. ) exhibit
a linear trend over the spatial window 15 pm < Az < 50 um (grey shaded area), in agreement with KPZ predictions.
This result is supported by the observation of a plateau in D, = —2dlog(|g™ (Az,0)])/dAz (inset) in the same range
of Az. The variations of —2log (|gV)|) as a function of At*/® for Az = 0 (Fig. ) clearly show a linear increase
over the temporal window 25ps < At < 90ps (grey area), indicating that this quantity scales as a At?? power law,
with 8 = 1/3. Finally, we observe in Fig. the collapse onto a single curve of all the data points lying within
the non-hatched region of |g")| (see inset). This curve can be reproduced with remarkable agreement using the KPZ
universal scaling function (black solid line), that has been shifted horizontally and vertically to fit the data points.
These results highlight the fact that our experimental findings apply to different lattices and different types of bands.

4. Effect of the pumping power on the KPZ window

We briefly discuss in this section the impact of the excitation power on the coherence decay of the polariton
condensate. Fig. shows, for Az = 0, the variations of —2log(]g(*|) as a function of At?/3 for different excitation
powers, both on the asymmetric (left) and symmetric (right) Lieb lattice. The linear trend observed at low excitation
power (P/P;, < 1.15), emphasized by the blue lines on both panels, becomes less and less visible when P/ P, increases.
Moreover, the extension of the temporal KPZ window over which this linear trend occurs shrinks progressively as the
power increases. Simulations presented in Fig. reproduces the observed features and are discussed in Sec. [[VB4]
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Fig. S10.  a-b Measured values of —2log(|g'* (0, At)|) as a function of At?/3 for various excitation powers in (a) the
asymmetric and (b) the symmetric Lieb lattice. For P/Py, < 1.15, the data exhibits a linear increase over a given time
window characteristic of KPZ scaling. This window shortens as the excitation power increases before vanishing completely. ¢
Computed values of —2log(]g™")(0, At)|) as a function of At?/3 for various excitation powers (p = P/Py, varies from 1.13 to
1.25, as indicated on the curves). Our simulations qualitatively reproduce the change observed experimentally in the scaling of
—2log(|g™V) (0, At)|) when increasing the excitation power. The parameters used in our numerical analysis are detailed in the
Method section of the main text.

The power dependent behavior is further supported by the results shown in Fig. where the collapse of the data
onto the KPZ scaling function is plotted for three values of the power (P/Py, = 1.13, 1.20 and 1.26) used to illuminate
the asymmetric Lieb lattice. The spatio-temporal KPZ window (non-hatched region in Fig. [S11h2, Fig. [S11p2 and
Fig. 2), defined by the data points in the [g(!)| data set that collapse onto Fipyz (black solid line), shrinks as we
increase the power.
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IV. NUMERICAL SIMULATIONS: DISCUSSION

A. Deducing the universality subclass from the collapse of numerical data

In this section, we explain how the horizontal asymptote of the curve onto which the numerical data points collapse
provide information about the KPZ universality subclass the system belongs to. The KPZ universal scaling function
associated with the correlation function Var [AO(Ax, At)] in 1D is defined by:

Az ) _ Var[Ag(Az, At)]  —2log (]9 (Az, At)]) ($24)

Fxpz (y =0 ~

A (ITjan*? (ITjan*?
where yo and I' are non-universal normalization constants which can be directly expressed in terms of the KPZ
parameters A\, v and D as follows

yo = (2DX2/v)~Y3 | T = AD?*/2,%. (S25)
Using the parameters given in the Method section, we obtain:
Yo =6.6x 1072 um 'ps??, I'=-81x10"3ps!. (S26)

In Fig. we report the same data points as shown in the inset of Fig. 3¢ but using dimensionless coordinates,
that we calculate based on the values of I and yy given above. We recognize the typical features of the KPZ scaling
function, showing a plateau at small y and a linear growth at large y [I5]. It is worth mentioning that the horizontal
asymptote Fkpz(0) of the universal scaling function is a universal constant that depends on the universality subclass
the system falls into. It is known exactly for the flat, stationary and curved initial conditions (see Sec. for
details). In Fig. we indicate by horizontal dashed lines the values of Fkpz(0) expected in the three different
KPZ subclasses. We observe that the plateau reached by the simulated data at small y is in close agreement with
the exact theoretical value for the flat subclass Fkpz fa;(0) =~ 0.64 (which is the one expected in our case, as we will
see Sec. . This agreement is remarkable given that I' and yo are non-universal quantities (i.e. sensitive to the
microscopic details of the model). It provides even at a quantitative level a strong support for the validity
of our mapping between the gGPE model and the KPZ equation for the phase dynamics (see Sec. .

Note that in the main text, the black curve that we adjust to the data points is the KPZ universal scaling function
for the stationary case, which is the only one that is known exactly [20].
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Fig. S12. Collapse of the simulated data. Collapse of the numerical data for |g'")(Az, At)| plotted in dimensionless
units, using the normalization constants yo and I' determined from the microscopic coefficients of Eq. (S26). The dashed lines
show the exact values of horizontal asymptotes expected for the flat, curved and stationary universality subclasses.
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B. Different contributions to g*) and influence of space-time vortices

In the previous sections, we have demonstrated that both the experimental and the numerical data for the first-
order coherence g(!) exhibit the KPZ scaling in space and time, yielding a clear collapse of all data points within the
KPZ window onto the universal scaling function. The crucial question which arises is to what extent the behavior
of g properly reflects the properties of the phase itself. This is all the more important that, as shown in the main
text, typical space-time phase maps exhibit the formation of space-time vortices. In this section, we analyze
the effect of these vortices and show that i) they do not spoil the KPZ regime as long as almost all
vortices appear as pairs of close-by vortex and anti-vortex and the density of single vortices remains
low enough, and i) the scaling behavior of ¢") is indeed inherited from the scaling behavior of the
phase-phase correlations.

1. Analysis of the effect of density-density and density-phase correlations

We first examine the different contributions to g(*) in order to test the assumptions made in Sec. to relate
the first-order coherence of the condensate field to the phase-phase correlations. The assumptions required to derive
Eq. from Eq. are to neglect both the density-phase and density-density correlations. The calculated
temporal variations of these correlations are displayed in Figs. and b, for Ax = 0. We observe that although
such correlations are present in the system, they remain approximately constant over the KPZ window. Furthermore,
Fig. shows the effect of each of these contributions, by comparing:

(1) The quantity —21log (|(exp(iAf))|) defined in Eq. (SI5) when only considering phase-phase correlations in g(*)
(black line),

(2) The right hand side of Eq. (S12)), obtained by considering phase-phase and density-density correlations in g(*)
(blue line),

(3) —2log (|g'V]), taking into account all correlations (red line).
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Fig. S13. a Density-density correlations. b Density-phase correlations. ¢ Successive approximations of —2 log(] g<1>|). The red
line is the full reconstruction of —2log(| g(l) |), taking into account phase-phase, density-density and density-phase correlations.
The blue one is obtained from Eq. , neglecting density-phase correlations in g<1). The black line shows the variations of
—2log(|{exp(iA0))|) where density-density and density phase correlations are neglected. The grey shaded region in all panels
indicates the KPZ window.

Comparing the black and blue curves, one observes that except at very short time delays (At < 3 ps), density-density
correlations only lead to a global shift, and thus do not affect the scaling behavior. When including density-phase
correlations (red curve) the main effect we observe is a faster decoherence at long time delays (At > 80 ps). Overall,
Fig.[S13]|shows that the scaling of the dlﬂerent computed quantities stays unaffected within the KPZ temporal window.
From this analysis, we conclude that Eq. ( is a reliable approximation of ¢(*) in the KPZ regime, which amounts to
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saying that the behavior of ¢ is mainly dominated by phase-phase correlations in the KPZ window. In the following,
we finally relate (e?2%) to the variance of the phase Var [Af)].

2. Spatio-temporal phase maps and calculation of the phase variance

A visual inspection of typical space-time phase maps reveals the presence of space-time vortices. Fig. shows
three such maps corresponding to three different noise realizations presenting no (a), few (b) or many (c) space-time
vortices. By analyzing the distribution of typical vortex distances, we have found that almost all space-time vortices
appear as vortex-antivortex (V-AV) pairs (set of two nearby vortices of opposite charge), while the number of single
vortices is negligible. The associated cuts at = 0 are shown in Fig. [SI4d. When no vortices are present, the
unwrapped phase at £ = 0 shows a dominant linear behavior in time (dark blue line in Fig. ), on top of which
KPZ fluctuations develop. When crossing V-AV pairs, the unwrapped phase at = 0 undergoes jumps on very short
timescales (light blue line in Fig. ) Every jump induces a phase shift with respect to vortex-free trajectories,
after which the linear behavior is restored. The amplitude of these jumps is distributed between 0 and 27 depending
on where the = 0 line crosses the V-AV pair, but dominated by values close to 27.

Clearly, such phase jumps will have a strong impact on the calculation of the variance of phase fluctuations: vortices
will lead to a fast increase of the variance that may hide the KPZ scaling, or even lead to other dynamical regimes
such as the ones evidences in Ref. [2T]. For most of the phase maps generated in the simulations with realistic
experimental parameters, we notice that only few jumps occur within the 300 ps time interval under consideration.
More quantitatively, over a set of 10* trajectories, the probability of observing a jump within a 1 ps time interval
is around 0.01. As a consequence, for most realizations (about 75 %), we are able to find a vortex-free region that
extends over a time interval exceeding 100 ps. We thus use these trajectories without any further processing for
evaluating the vortex-free phase variance. For about 20 % of the realizations, any 100 ps time window contains at
least one or a few V-AV pairs, but that are sparse enough to allow the numerical filtering of the phase jumps and so
to evaluate the vortex-free phase variance (in practice, we filter a vortex by adding at its location a second vortex
of opposite charge). In a limited number of cases (5 % of the trajectories) the jumps are too numerous in any time
window of 100 ps to allow computing the vortex-free variance. We thus discard these trajectories in the calculation
of the phase variance.

The computed vortex-free phase variance is shown in Fig. (yellow diamonds) and is directly compared with
—2log (‘ (eA9) ’) Both quantities perfectly coincide within the KPZ window, up to the departure from this regime,
which shows that the cumulant expansion Eq. is valid in this whole range. We emphasize that —2log (| (e'A0) |)
is computed over the full duration of all unprocessed trajectories, and thus includes the effect of vortices. Therefore,
we conclude that in the low-vortex density regime we explore here, the quantity —2log (f (e*A0) |) (and thus also g()

is not sensitive to V-AV pairs. This analysis fully confirms that ¢() provides a good observable to probe the KPZ
scaling of the phase.

8. Resilience of KPZ to space-time V-AV pairs

In the previous Section, we have found that the presence of V-AV pairs weakly affects the temporal scaling of
|9t (0, At)|, as can be observed in Fig. The analysis of the phase jump amplitudes in Fig.4b of the main text
provides an explanation for the robustness of the ¢g(!) correlations against space-time V-AV pairs. Indeed, we notice
that the jumps are centered around values that are close to multiples of 27. Hence, such jumps have a negligible
impact as they enter in the exponential of the condensate field. This property allows observing the emergence of KPZ
universality even in the presence of some space-time V-AV pairs. This property, characteristic of the compact version
of the KPZ problem, is even more remarkable if we notice that, in such conditions, Eq. cannot be blindly used:
in presence of defects every random jump increases considerably the phase-phase correlator bringing it away from the
predictions of the KPZ scaling.

4. Effect of the condensate linewidth on the long-time coherence

For exciton-polaritons, the mean velocity wg of each phase trajectory fluctuates with respect to the ensemble
average wg. To illustrate this, we show in Fig. a set of trajectories with no jumps in the KPZ time window,
where we subtracted the average dynamical phase (A8(0, At)) = wyAt. One observes a dispersion of the trajectories,
which are not on average constant in time but rather exhibit a residual linear behavior, with slope dwy = wy — wWy-
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Fig. S14. a, b and c. Set of three space-time phase maps generated in the numerical simulations using the parameters detailed
in the Method section, with (a) no vortices, (b) few vortices, (c) many vortices. The most likely realization is the one depicted
in panel (b). d Corresponding cuts at z = 0, showing that the phase trajectory at x = 0 undergoes jumps whenever it crosses
a vortex-anti-vortex pair.

This is because the total frequency wy of each individual trajectory varies due to density fluctuations. Such stochastic
variations in the slope of the phase dynamics corresponds to an inhomogeneous spectral broadening. The related
distribution P(wp) is shown in the inset of Fig. [S15p.

To determine the influence of this broadening on the KPZ regime, we post-process the phase trajectories so as
to subtract for each trajectory its own linear behavior woAt. We then compute the corresponding correlations
|(e?A0=woAt)|  The result is shown in the right panel of Fig. where it is compared with the “raw” |(e’2?)| where
the average is performed over the same set of trajectories, but subtracting the average dynamical phase wyAt. This
clearly evidences that the KPZ At?/? scaling holds over much longer times once the intrinsic slope of each trajectory is
properly removed. Otherwise, at large times (At > 80 ps), the residual linear behavior becomes dominant compared
to the At?/3 scaling of the fluctuations and introduces faster decay of the coherence. This demonstrates that the
departure from the KPZ regime in the raw correlations is induced by inhomogeneous spectral broadening.

Note that we also performed simulations for higher power densities. As reported in Fig[S10k, we observe that
departure from the KPZ regime occurs at shorter time delays when increasing the excitation power, thus suggesting
that inhomogeneous broadening increases with excitation power. We point out that the shrinking of the KPZ window
obtained in the numerical simulations occurs over a range of excitation powers that is similar to the one observed
experimentally.

C. Distribution of phase fluctuations

In this section, we discuss the probability distribution associated to phase fluctuations computed from our nu-
merical simulations. We demonstrate that this distribution is well reproduced by the Tracy-Widom (TW) Gaussian
Orthogonal Ensemble (GOE) distribution, which is characteristic of the flat KPZ universality subclass.

1. The KPZ universality subclasses

While the KPZ universality class is fully characterized by the critical exponents x and g for the two-point correlators,
the distribution of the height fluctuations of a KPZ interface in 1D allows one to distinguish three universality
subclasses. Let us briefly review this result in this section, before detailing our results for the distribution of the phase
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Fig. S15. a Set of unwound phase trajectories with no phase jump, after subtracting the ensemble average linear growth
woAt. Inset: Distribution of the mean frequency wp of each individual trajectory. The fluctuations of the frequency wo around
its ensemble average value wo induces a residual slope in these trajectories. b Correlations —2log (\(em‘g)\) with and without
correcting for the frequency fluctuations.

fluctuations of the exciton-polariton condensates.

For a classical interface, the height field h(t) = h(xo,t) is known to behave at long times and at any given point xg
in space according to

h(zo,t) ~ veot + (IT|)° I, (S27)

where, v, represents the mean velocity of the growing interface [22], and h is a random variable describing the re-
duced fluctuations whose distribution is universal. Much theoretical effort has been dedicated during the last decade
to study the properties of the dimensionless random field h, whose distribution P[h] turns out to be sensitive to the
spatial profile of the initial condition h(z,t = 0), or equivalently to the global geometry of the interface (we refer to
Ref. [23]) for a review). Three main possible subclasses emerge. For flat initial conditions the reduced KPZ field h
is distributed according to the Tracy-Widom distribution (TW) associated to the largest eigenvalue of random matri-
ces belonging to the Gaussian Orthogonal Ensemble (GOE). For curved initial conditions, P[h] is the TW distribution
associated to the largest eigenvalue of random matrices belonging to the Gaussian Unitary Ensemble (GUE). The last
subclass is associated to stationary initial condition for the phase profile, for which P[h] is the Baik-Rains distribution.

Based on a previous numerical study [13], we expect that driven-dissipative condensates, in absence of external
confinement, belong to the flat universality subclass. This is supported by the universal plateau value obtained in
Sec[IVA] for the KPZ scaling function, which coincides with the one of the flat subclass.

2. Analysis of the phase distribution

To treat the condensate phase field in a similar way as classical interface height h (unbounded parameter), one
should first unwrap the phase in time at fixed z = 0. In the KPZ regime, the equivalent of Eq. (S27) then becomes:

Ab(to, At) = 0(to + At) — 0(tg) ~ woAt + (DALY 7 G(At), (S28)

with wg the mean frequency associated with the phase dynamics and ¢y the reference time for the phase unwinding.
We emphasize that the unwrapping is crucial to study the distribution of the reduced variable . The distribution
of the phase itself has a compact support and cannot be any of the Tracy-Widom or Baik-Rain distributions char-
acteristic of the KPZ realm. Following the analysis usually performed on a classical interface, a natural strategy to
obtain the reduced random variable 8 from the unwound phase would be to subtract the mean linear behavior and to
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rescale by At?/3. However, as explained in the previous section, the presence of random phase jumps, induced by the
proximity of vortices, hinders this strategy, since it disrupts the linear At evolution. In particular, as visible in Fig.
5 of the main text, these phase jumps induce replicas of the main distribution separated by shifts of value close to
27. In principle, since the amplitude of the phase jumps are distributed, they could also affect the main central peak.
However, as shown below, whereas they do affect the right tail of the central distribution, their effect is negligible on
its left tail.

To overcome this difficulty, instead of following the time evolution of the unwrapped phase, as explained in the
main text, we rather record the distributions of the phase fluctuations over different realizations at fixed time delays
At lying in the KPZ window. We then normalize each obtained distribution such that it has zero mean and unit
variance. To test with high accuracy the agreement between the phase distribution and Tracy-Widom distribution
(in particular to better resolve the tails), we accumulate more statistics by summing the properly normalized fluctu-
ations at all time instants in the KPZ window. The resulting distribution around Af = 0 is displayed in Fig.
(left panel). Strikingly, the left tail of the phase distribution strongly departs from a Gaussian distribution and is
reproduced using the Tracy-Widom GOE distribution over more than five decades. Note that the right tail cannot
be analysed with such precision because it is affected by the subset of trajectories that contain one or more phase jumps.

Let us emphasize that by normalizing the variance of the distribution at each At to unity, one can deduce the
estimate for the non-universal parameter |I'| as

1 (Var(M(At)))?’/Q. (529)

Toim| = —
Coaml = 35 Varrweon

The values found for the different time instants can be compared with the theoretical estimate of |I'| given in Eq. (S25)).
The comparison is shown in the right panel of Fig. and the agreement is remarkable. This is yet another strong
confirmation of the accuracy of the mapping, given that I' is a non-universal constant.
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Fig. S16. a Distribution of the phase fluctuations obtained by summing up the individual distribution obtained at all delays
within the range 30ps < At < 80ps. The Tracy Widom GOE distribution is shown as a yellow solid line. For comparison,
we also plot with green solid line the normal distribution N, centered at Af = 0 with the same variance as the Tracy-Widom
distribution. In the inset, the agreement between the numerical data and either (green) the Normal distribution or (yellow) the
Tracy-Widom distribution are compared by showing the ratio P[Af8]/Pa[A6] with « = TWegog, N. This clearly demonstrates
that TW GOE provides a better description of the numerical data. b Distribution of the parameters |I'num| in the same temporal
window, extracted from the simulations via (S29)), together with the theoretical value |I'tn| computed using the microscopic
parameters of the numerical simulation and (S25)). It is important to note that numerically we only have access to the absolute
value of I" because it is extracted from the variance of the phase, which is a positive defined quantity.
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